
S7 7 9 3 0
S8 1 1 9 2
S9 6 4 4 9
S10 7 5 8 6

Just as we could with vectors, we can add, subtract, muliply or divide the matrix by a
scaler (a number with out a dimension).

> Xij + 4

V1 V2 V3 V4
S1 13 8 13 11
S2 13 11 5 12
S3 6 13 13 7
S4 12 6 13 10
S5 10 8 4 4
S6 9 13 9 12
S7 11 13 7 4
S8 5 5 13 6
S9 10 8 8 13
S10 11 9 12 10

> round((Xij + 4)/3, 2)

V1 V2 V3 V4
S1 4.33 2.67 4.33 3.67
S2 4.33 3.67 1.67 4.00
S3 2.00 4.33 4.33 2.33
S4 4.00 2.00 4.33 3.33
S5 3.33 2.67 1.33 1.33
S6 3.00 4.33 3.00 4.00
S7 3.67 4.33 2.33 1.33
S8 1.67 1.67 4.33 2.00
S9 3.33 2.67 2.67 4.33
S10 3.67 3.00 4.00 3.33

We can also multiply each row (or column, depending upon order) by a vector.

> V

[1] 1 2 3 4 5 6 7 8 9 10

> Xij * V
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V1 V2 V3 V4
S1 9 4 9 7
S2 18 14 2 16
S3 6 27 27 9
S4 32 8 36 24
S5 30 20 0 0
S6 30 54 30 48
S7 49 63 21 0
S8 8 8 72 16
S9 54 36 36 81
S10 70 50 80 60

2.2 Matrix multiplication

Matrix multiplication is a combination of multiplication and addition. For a matrix X of
dimensions m*n and Y of dimension n * p, the product of XY is a m * p matrix where
each element is the sum of the products of the rows of the first and the columns of the
second. That is, the matrix XY has elements xyij where each

xyij =
N∑

k=1

xik ∗ yjk. (3)

Consider our matrix Xij with 10 rows of 4 columns. Call an individual element in this
matrix xij. We can find the sums for each column of the matrix by multiplying the matrix
by our “one” vector with Xij. That is, we can find

∑N
i=1 Xij for the j columns, and then

divide by the number (n) of rows. (Note that we can get the same result by finding
colMeans(Xij).

We can use the dim function to find out how many cases (the number of rows) or the
number of variables (number of columns). dim has two elements: dim(Xij)[1] = number of
rows, dim(Xij)[2] is the number of columns.

> dim(Xij)

[1] 10 4

> n <- dim(Xij)[1]

[1] 10

> one <- rep(1, n)

[1] 1 1 1 1 1 1 1 1 1 1

> X.means <- t(one) %*% Xij/n
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V1 V2 V3 V4
[1,] 6 5.4 5.7 4.9

A built in function to find the means of the columns is colMeans. (See rowMeans for
the equivalent for rows.)

> colMeans(Xij)

V1 V2 V3 V4
6.0 5.4 5.7 4.9

Variances and covariances are measures of dispersion around the mean. We find these
by first subtracting the means from all the observations. This means centered matrix is
the original matrix minus a matrix of means. To make them have the same dimensions we
premultiply the means vector by a vector of ones and subtract this from the data matrix.

> X.diff <- Xij - one %*% X.means

V1 V2 V3 V4
S1 3 -1.4 3.3 2.1
S2 3 1.6 -4.7 3.1
S3 -4 3.6 3.3 -1.9
S4 2 -3.4 3.3 1.1
S5 0 -1.4 -5.7 -4.9
S6 -1 3.6 -0.7 3.1
S7 1 3.6 -2.7 -4.9
S8 -5 -4.4 3.3 -2.9
S9 0 -1.4 -1.7 4.1
S10 1 -0.4 2.3 1.1

To find the variance/covariance matrix, we can first find the the inner product of the
means centered matrix X.diff = Xij - X.means t(Xij-X.means) with itself and divide by
n-1. We can compare this result to the result of the cov function (the normal way to find
covariances).

> X.cov <- t(X.diff) %*% X.diff/(n - 1)
> round(X.cov, 2)

V1 V2 V3 V4
V1 7.33 0.11 -3.00 3.67
V2 0.11 8.71 -3.20 -0.18
V3 -3.00 -3.20 12.68 1.63
V4 3.67 -0.18 1.63 11.43

> round(cov(Xij), 2)
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