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Examples taken from the general factor of personality controversy

1. The great debate: How many factors of personality?
• Two-Three factor models Eysenck (1952, 1967, 1981)
• 12-16+ Cattell (1956, 1957)
• Comrey (1995)
• Five factors Tupes & Christal (1961); Norman (1963); Digman

(1990); Goldberg (1990); Costa & McCrae (1992)

2. Plasticity and Stability
• Digman (1997)
• DeYoung, Peterson & Higgins (2002); DeYoung (2010)

3. The Great One: a general factor of personality
• Original meta-analysis by Musek (2007) of Big 5 data claimed

a General Factor of Personality (GFP). This was followed by a
torrent of research by Rushton and his associates (Rushton &
Irwing, 2008; Rushton, Bons & Hur, 2008; Rushton & Irwing,
2009).

• Review articles in the Handbook of Individual Differences
(Ferguson, Chamorro-Premuzic, Pickering & Weiss, 2011;
Rushton & Irwing, 2011) and elsewhere (Just, 2011).
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Erdle example

1. Erdle, Irwing, Rushton & Park (2010) The general factor of
personality and its relation to self-esteem in 628,640 internet
respondents.

• 628,640 subjects taken from a web survey.
• Big Five Inventory John, Donahue & Kentle (1991);

Benet-Mart́ınez & John (1998); John, Naumann & Soto (2008)
• note that these are not the references given in the article,

which cites another paper (John & Srivastava, 1999)).
• Self esteem was measured by one item: “I see myself as

someone who has high self esteem” with a five point scale
(strongly disagree–strongly agree).

2. Based upon a prior paper (Erdle, Gosling & Potter, 2009)
reporting the same data set with two “factors”, although they
actually did a principal components analysis!

• Lets first look at that paper.
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The basic data as reported

E A C ES SE
O .19 .09 .07 .08 .18
E .15 .12 .26 .40
A .26 .30 .13
C .27 .26
E .48

#select just the numbers
.19 .09 .07 .08 .18

.15 .12 .26 .40
.26 .30 .13

.27 .26
.48

> es <- read.clipboard.upper(FALSE,FALSE)
Read 15 items
> es

V1 V2 V3 V4 V5 V6
V1 1.00 0.19 0.09 0.07 0.08 0.18
V2 0.19 1.00 0.15 0.12 0.26 0.40
V3 0.09 0.15 1.00 0.26 0.30 0.13
V4 0.07 0.12 0.26 1.00 0.27 0.26
V5 0.08 0.26 0.30 0.27 1.00 0.48
V6 0.18 0.40 0.13 0.26 0.48 1.00

> colnames(es) <- rownames(es) <-
c("O","E","A","C","S","ES")

> pr <- partial.r(es,1:5,6) #partial out self esteem
> es
>pr

O E A C S ES
O 1.00 0.19 0.09 0.07 0.08 0.18
E 0.19 1.00 0.15 0.12 0.26 0.40
A 0.09 0.15 1.00 0.26 0.30 0.13
C 0.07 0.12 0.26 1.00 0.27 0.26
S 0.08 0.26 0.30 0.27 1.00 0.48
ES 0.18 0.40 0.13 0.26 0.48 1.00
> pr
partial correlations

O E A C S
O 1.00 0.13 0.07 0.02 -0.01
E 0.13 1.00 0.11 0.02 0.08
A 0.07 0.11 1.00 0.24 0.27
C 0.02 0.02 0.24 1.00 0.17
S -0.01 0.08 0.27 0.17 1.00
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Erdle et al. (2009) claims to have done a “principal components
factor analysis”

> p2 <- principal(es[-6,-6],2,n.obs=628240) #this will do a varimax rotation
> p2

Principal Components Analysis
Call: principal(r = es[-6, -6], nfactors = 2, n.obs = 628240)
Standardized loadings (pattern matrix) based upon correlation matrix

PC1 PC2 h2 u2
O -0.07 0.83 0.70 0.30
E 0.26 0.68 0.53 0.47
A 0.71 0.07 0.51 0.49
C 0.71 -0.02 0.50 0.50
S 0.70 0.21 0.54 0.46

PC1 PC2
SS loadings 1.57 1.21
Proportion Var 0.31 0.24
Cumulative Var 0.31 0.56
Proportion Explained 0.57 0.43
Cumulative Proportion 0.57 1.00

Test of the hypothesis that 2 components are sufficient.

The degrees of freedom for the null model are 10 and the objective function was 0.33
The degrees of freedom for the model are 1 and the objective function was 0.56
The number of observations was 628240 with Chi Square = 350853.6 with prob < 0

Fit based upon off diagonal values = 0.17
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Two factors show a very clear solution – but what is it?

> f2 <- fa(es[-6,-6],2,n.obs=628240) #this will do an oblique rotation
> f2

Factor Analysis using method = minres
Call: fa(r = es[-6, -6], nfactors = 2,

n.obs = 628240)
Standardized loadings (pattern matrix)
based upon correlation matrix

MR1 MR2 h2 u2
O 0.16 0.10 0.045 0.955
E 1.00 0.00 0.995 0.005
A -0.03 0.55 0.292 0.708
C -0.05 0.50 0.237 0.763
S 0.08 0.53 0.320 0.680

MR1 MR2
SS loadings 1.04 0.85
Proportion Var 0.21 0.17
Cumulative Var 0.21 0.38
Proportion Explained 0.55 0.45
Cumulative Proportion 0.55 1.00

With factor correlations of
MR1 MR2

MR1 1.00 0.33
MR2 0.33 1.00

Test of the hypothesis that 2 factors are sufficient.

The degrees of freedom for the null model are 10 and the
objective function was 0.33 with

Chi Square of 206317.6
The degrees of freedom for the model are 1 and the

objective function was 0

The root mean square of the residuals (RMSR) is 0
The df corrected root mean square of the residuals is 0.02
The number of observations was 628240 with

Chi Square = 440.62 with prob < 7.9e-98

Tucker Lewis Index of factoring reliability = 0.979
RMSEA index = 0.026 and the 90

% confidence intervals are 0.024 0.029
BIC = 427.27
Fit based upon off diagonal values = 1
Measures of factor score adequacy

MR1 MR2
Correlation of scores with factors 1.00 0.75
Multiple R square of scores with factors 1.00 0.57
Minimum correlation of possible factor scores 0.99 0.13
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Compare the factor and components solutions

#the component loadings

PC1 PC2 h2 u2
O -0.07 0.83 0.70 0.30
E 0.26 0.68 0.53 0.47
A 0.71 0.07 0.51 0.49
C 0.71 -0.02 0.50 0.50
S 0.70 0.21 0.54 0.46

PC1 PC2
SS loadings 1.57 1.21
Proportion Var 0.31 0.24
Cumulative Var 0.31 0.56
Proportion Explained 0.57 0.43
Cumulative Proportion 0.57 1.00

#think about the raw correlations
#and examine the commonalities

O E A C S ES
O 1.00 0.19 0.09 0.07 0.08 0.18
E 0.19 1.00 0.15 0.12 0.26 0.40
A 0.09 0.15 1.00 0.26 0.30 0.13
C 0.07 0.12 0.26 1.00 0.27 0.26
S 0.08 0.26 0.30 0.27 1.00 0.48
ES 0.18 0.40 0.13 0.26 0.48 1.00

Call: fa(r = es[-6, -6], nfactors = 2, n.obs = 628240, rotate = "varimax")
Standardized loadings (pattern matrix) based upon correlation matrix

MR1 MR2 h2 u2
O 0.18 0.11 0.045 0.955
E 0.99 0.09 0.995 0.005
A 0.10 0.53 0.292 0.708
C 0.08 0.48 0.237 0.763
S 0.22 0.52 0.320 0.680

MR1 MR2
SS loadings 1.08 0.80
Proportion Var 0.22 0.16
Cumulative Var 0.22 0.38
Proportion Explained 0.57 0.43
Cumulative Proportion 0.57 1.00

MR1 MR2 h2 u2
O 0.16 0.10 0.045 0.955
E 1.00 0.00 0.995 0.005
A -0.03 0.55 0.292 0.708
C -0.05 0.50 0.237 0.763
S 0.08 0.53 0.320 0.680

MR1 MR2
SS loadings 1.04 0.85
Proportion Var 0.21 0.17
Cumulative Var 0.21 0.38
Proportion Explained 0.55 0.45
Cumulative Proportion 0.55 1.00
With factor correlations of

MR1 MR2
MR1 1.00 0.33
MR2 0.33 1.00
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Compare the residuals from the factor and component models

> resid(p2)

O E A C S
O 0.30
E -0.36 0.47
A 0.07 -0.09 0.49
C 0.13 -0.05 -0.24 0.50
S -0.05 -0.07 -0.21 -0.22 0.46

> resid(f2)

O E A C S
O 0.96
E 0.00 0.00
A 0.01 0.00 0.71
C 0.00 0.00 0.00 0.76
S -0.02 0.00 0.00 0.00 0.68

Components fits the entire matrix, factors fit the off diagonal
elements.

9 / 34



Reading sem articles critically Structural Equation Modeling of these data Dimensionality of Self Esteem References

Components for the data with self esteem partialled out

These match what is reported

> class(pr) <- NULL
> pc2p <- principal(pr,2)
> pc2p

Principal Components Analysis
Call: principal(r = pr, nfactors = 2)
Standardized loadings (pattern matrix) based upon correlation matrix

PC1 PC2 h2 u2
O -0.05 0.77 0.59 0.41
E 0.11 0.72 0.53 0.47
A 0.72 0.17 0.56 0.44
C 0.66 -0.07 0.44 0.56
S 0.70 0.01 0.49 0.51

PC1 PC2
SS loadings 1.46 1.15
Proportion Var 0.29 0.23
Cumulative Var 0.29 0.52
Proportion Explained 0.56 0.44
Cumulative Proportion 0.56 1.00

Test of the hypothesis that 2 components are sufficient.

The degrees of freedom for the null model are 10 and the objective function was 0.19
The degrees of freedom for the model are 1 and the objective function was 0.58

Fit based upon off diagonal values = -0.91
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Factors on the partialed data

> f2p <- fa(pr,2,n.obs=628240)
> f2p

Factor Analysis using method = minres
Call: fa(r = pr, nfactors = 2, n.obs = 628240)
Standardized loadings (pattern matrix)

based upon correlation matrix
MR1 MR2 h2 u2

O 1.00 0.00 0.995 0.005
E 0.12 0.15 0.039 0.961
A 0.02 0.62 0.390 0.610
C -0.01 0.37 0.139 0.861
S -0.04 0.45 0.202 0.798

MR1 MR2
SS loadings 1.01 0.75
Proportion Var 0.20 0.15
Cumulative Var 0.20 0.35
Proportion Explained 0.57 0.43
Cumulative Proportion 0.57 1.00

With factor correlations of
MR1 MR2

MR1 1.00 0.08
MR2 0.08 1.00

Test of the hypothesis that 2 factors are sufficient.

The degrees of freedom for the null model are 10
and the objective function was 0.19

with Chi Square of 116266.5
The degrees of freedom for the model are 1

and the objective function was 0

The root mean square of the residuals (RMSR) is 0.01
The df corrected root mean square

of the residuals is 0.05
The number of observations was 628240

with Chi Square = 1658.93 with prob < 0

Tucker Lewis Index of factoring reliability = 0.857
RMSEA index = 0.051 and the

90 % confidence intervals are 0.049 0.053
BIC = 1645.58
Fit based upon off diagonal values = 0.99
Measures of factor score adequacy

MR1 MR2
Correlation of scores with factors 1.00 0.72
Multiple R square of scores with factors 1.00 0.52
Minimum correlation of possible factor scores 0.99 0.04
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Compare component and factor solutions of the residualized Big 5
data

> pc2p

Principal Components Analysis
Call: principal(r = pr, nfactors = 2)
Standardized loadings (pattern matrix)

based upon correlation matrix
PC1 PC2 h2 u2

O -0.05 0.77 0.59 0.41
E 0.11 0.72 0.53 0.47
A 0.72 0.17 0.56 0.44
C 0.66 -0.07 0.44 0.56
S 0.70 0.01 0.49 0.51

PC1 PC2
SS loadings 1.46 1.15
Proportion Var 0.29 0.23
Cumulative Var 0.29 0.52
Proportion Explained 0.56 0.44
Cumulative Proportion 0.56 1.00

Test of the hypothesis that 2
components are sufficient.

The degrees of freedom for the null model are 10
and the objective function was 0.19
The degrees of freedom for the model are 1
and the objective function was 0.58

Fit based upon off diagonal values = -0.91

> f2p

Factor Analysis using method = minres
Call: fa(r = pr, nfactors = 2, n.obs = 628240)
Standardized loadings (pattern matrix)

based upon correlation matrix
MR1 MR2 h2 u2

O 1.00 0.00 0.995 0.005
E 0.12 0.15 0.039 0.961
A 0.02 0.62 0.390 0.610
C -0.01 0.37 0.139 0.861
S -0.04 0.45 0.202 0.798

MR1 MR2
SS loadings 1.01 0.75
Proportion Var 0.20 0.15
Cumulative Var 0.20 0.35
Proportion Explained 0.57 0.43
Cumulative Proportion 0.57 1.00
With factor correlations of

MR1 MR2
MR1 1.00 0.08
MR2 0.08 1.00
Test of the hypothesis that 2 factors are sufficient.

The degrees of freedom for the null model are 10
and the objective function was 0.19

with Chi Square of 116266.5
The degrees of freedom for the model are 1

and the objective function was 0

The root mean square of the residuals (RMSR) is 0.01
The df corrected root mean square of the residuals is 0.05
The number of observations was 628240 with Chi Square = 1658.93 with prob < 0
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Factor analysis vs. components analysis of Big5 data

Factor Analysis
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How similar are these four solutions: Factor Congruence

rc =

∑n
1 FxiFyi√∑n

1 F 2
xi

∑n
1 F 2

yi

> factor.congruence(list(f2,p2,f2p,pc2p))

MR1 MR2 PC1 PC2 MR1 MR2 PC1 PC2
MR1 1.00 0.02 0.20 0.74 0.27 0.17 0.08 0.77
MR2 0.02 1.00 0.96 0.22 0.09 0.96 0.98 0.15
PC1 0.20 0.96 1.00 0.22 -0.05 0.98 0.99 0.17
PC2 0.74 0.22 0.22 1.00 0.82 0.24 0.16 0.98
MR1 0.27 0.09 -0.05 0.82 1.00 0.01 -0.05 0.79
MR2 0.17 0.96 0.98 0.24 0.01 1.00 0.98 0.21
PC1 0.08 0.98 0.99 0.16 -0.05 0.98 1.00 0.10
PC2 0.77 0.15 0.17 0.98 0.79 0.21 0.10 1.00
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Subsequent paper (Erdle et al., 2010) looks for a general factor

• Same data set as before, but using sem
• Two different models
• One without Self Esteem
• One with Self Esteem

• Lets redo their analyses
• Examine model and alternative models

• Also, do the analysis as an exploratory higher level model

15 / 34



Reading sem articles critically Structural Equation Modeling of these data Dimensionality of Self Esteem References

Erdle Model 1 – Is it actually defined?

negative loading (!.33) of Agreeableness on Self-Esteem, which
might imply that in this sample, once the positive relationship be-
tween the GFP and both Agreeableness and Self-Esteem is con-
trolled for, that the remaining effect of Self-Esteem is negative.
That is, once the effects of the GFP are removed, then high Self-Es-
teem is associated with lesser Agreeableness, possibly because
people with high self-esteem feel less of a need to ingratiate them-
selves. Similarly, self-esteem appears to have a small positive effect
(.20) on Emotional Stability, after controlling for the effects of the
GFP. This finding is consistent with the well established prophylac-
tic effect of self-esteem on depression.

A limitation of our analysis is that we were unable to correct for
measurement error in the single item measure of Self-Esteem. This
means that we may have underestimated the loading of Self-Es-
teem on the GFP, and similarly underestimated its effects on
Agreeableness and Emotional Stability.

Numerous interpretations are possible for the findings. The one
we favor is that the GFP and self-esteem have arisen jointly

through natural selection for adaptive personality traits (Rushton
et al., 2008). Adaptive personality traits are traits that facilitate
competent performance across a broad range of important con-
texts. Another interpretation is that the GFP and its relationship
with Self-Esteem arise as an artifact due to self-evaluative biases
(Bäckstrom, Bjorklund, & Larsson, 2009). Only further research will
determine which of these (and other) hypotheses is correct.

References

Bäckstrom, M., Bjorklund, F., & Larsson, M. R. (2009). Five-factor inventories have a
major general factor related to social desirability which can be reduced by
framing items neutrally. Journal of Research in Personality, 43, 335–344.

DeYoung, C. G. (2006). Higher-order factors of the Big Five in a multi-informant
sample. Journal of Personality and Social Psychology, 91, 1138–1151.

Digman, J. M. (1997). Higher-order factors of the Big Five. Journal of Personality and
Social Psychology, 73, 1246–1256.

Erdle, S., Gosling, S. D., & Potter, J. (2009). Does Self-Esteem account for the higher-
order factors of the Big Five? Journal of Research in Personality, 43, 921–922.
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Fig. 1. Panel A: Standardized confirmatory factor model of the structural hierarchy of personality from the Big Five through the Big Two to the GFP. Panel B: Standardized
confirmatory factor model of the structural hierarchy of personality from the Big Five through the Big Two to the GFP, including Self-Esteem.

S. Erdle et al. / Personality and Individual Differences 48 (2010) 343–346 345
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Erdle data with an exploratory Omega solution

Omega with Schmid Leiman Transformation
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Fitting the model, part 1: Two correlated factors

> se.mod <- Plasticity =~ O + E
+ Stability =~ C + S + A
+ '
> fit.se <- cfa(se.mod,sample.cov=es,sample.nobs=628640)
> summary(fit.se,fit.measures=TRUE)

lavaan (0.4-14) converged normally after 38 iterations

Number of observations 628640

Estimator ML
Minimum Function Chi-square 6123.056
Degrees of freedom 4
P-value 0.000

Chi-square test baseline model:

Minimum Function Chi-square 206450.068
Degrees of freedom 10
P-value 0.000

Full model versus baseline model:

Comparative Fit Index (CFI) 0.970
Tucker-Lewis Index (TLI) 0.926

Loglikelihood and Information Criteria:

Loglikelihood user model (H0) -4359841.591
Loglikelihood unrestricted model (H1) -4356780.063

Number of free parameters 11
Akaike (AIC) 8719705.183
Bayesian (BIC) 8719830.047
Sample-size adjusted Bayesian (BIC) 8719795.089

Root Mean Square Error of Approximation:

RMSEA 0.049
90 Percent Confidence Interval 0.048 0.050
P-value RMSEA <= 0.05 0.854

Standardized Root Mean Square Residual:

SRMR 0.020

Parameter estimates:

Information Expected
Standard Errors Standard
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With raw and standardized values that match Erdle et al. (2010)

Estimate Std.err Z-value P(>|z|)
Latent variables:

Plasticity =~
O 1.000
E 2.399 0.028 86.318 0.000

Stability =~
C 1.000
S 1.404 0.007 195.667 0.000
A 1.114 0.006 199.323 0.000

Covariances:
Plasticity ~~

Stability 0.066 0.001 82.587 0.000

Variances:
O 0.921 0.002
E 0.544 0.005
C 0.800 0.002
S 0.607 0.002
A 0.752 0.002
Plasticity 0.079 0.001
Stability 0.200 0.002

> standardizedsolution(fit.se)

lhs op rhs est.std se z pvalue
1 Plasticity =~ O 0.281 NA NA NA
2 Plasticity =~ E 0.675 NA NA NA
3 Stability =~ C 0.447 NA NA NA
4 Stability =~ S 0.627 NA NA NA
5 Stability =~ A 0.498 NA NA NA
6 O ~~ O 0.921 NA NA NA
7 E ~~ E 0.544 NA NA NA
8 C ~~ C 0.800 NA NA NA
9 S ~~ S 0.607 NA NA NA
10 A ~~ A 0.752 NA NA NA
11 Plasticity ~~ Plasticity 1.000 NA NA NA
12 Stability ~~ Stability 1.000 NA NA NA
13 Plasticity ~~ Stability 0.525 NA NA NA
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Fitting the model: part 2 – one higher order factor
> se.modg <- 'Plasticity =~ O + E
+ Stability =~ C + S + A
+ gfp =~ Plasticity + Stability
+ '
> fit.se <- cfa(se.modg,sample.cov=es,sample.nobs=628640,std.lv=TRUE)
Error in solve.default(E) :

system is computationally singular:
reciprocal condition number = 4.16726e-18

Warning message:
In estimateVCOV(lavaanModel,

samplestats = lavaanSampleStats, options = lavaanOptions, :
lavaan WARNING: could not compute standard errors!
> summary(fit.se,fit.measures=TRUE)

lavaan (0.4-14) converged normally after 28 iterations

Number of observations 628640

Estimator ML
Minimum Function Chi-square 6123.056
Degrees of freedom 3
P-value 0.000

Chi-square test baseline model:

Minimum Function Chi-square 206450.068
Degrees of freedom 10
P-value 0.000

Full model versus baseline model:

Comparative Fit Index (CFI) 0.970
Tucker-Lewis Index (TLI) 0.901

Loglikelihood and Information Criteria:

Loglikelihood user model (H0) -4359841.591
Loglikelihood unrestricted model (H1) -4356780.063

Number of free parameters 12
Akaike (AIC) 8719707.183
Bayesian (BIC) 8719843.399
Sample-size adjusted Bayesian (BIC) 8719805.262

Root Mean Square Error of Approximation:

RMSEA 0.057
90 Percent Confidence Interval 0.056 0.058
P-value RMSEA <= 0.05 0.000

Standardized Root Mean Square Residual:

SRMR 0.020

Parameter estimates:

Information Expected
Standard Errors Standard

Estimate Std.err Z-value P(>|z|)
Latent variables:

Plasticity =~
O 0.194
E 0.464

Stability =~
C 0.308
S 0.433
A 0.343

gfp =~
Plasticity 1.055
Stability 1.048

Variances:
O 0.921
E 0.544
C 0.800
S 0.607
A 0.752
Plasticity 1.000
Stability 1.000
gfp 1.000
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With standardized coefficients that partly match Erdle et al. (2010)

> standardizedsolution(fit.se)

lhs op rhs est.std se z pvalue
1 Plasticity =~ O 0.281 NA NA NA
2 Plasticity =~ E 0.675 NA NA NA
3 Stability =~ C 0.447 NA NA NA
4 Stability =~ S 0.627 NA NA NA
5 Stability =~ A 0.498 NA NA NA
6 gfp =~ Plasticity 0.726 NA NA NA <-
7 gfp =~ Stability 0.724 NA NA NA <-
8 O ~~ O 0.921 NA NA NA
9 E ~~ E 0.544 NA NA NA
10 C ~~ C 0.800 NA NA NA
11 S ~~ S 0.607 NA NA NA
12 A ~~ A 0.752 NA NA NA
13 Plasticity ~~ Plasticity 0.473 NA NA NA <-
14 Stability ~~ Stability 0.476 NA NA NA <-
15 gfp ~~ gfp 1.000 NA NA NA
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But the two loadings on the GFP are flexible

> se.modg <- 'Plasticity =~ O + E
+ Stability =~ C + S + A
+ gfp =~ 1* Plasticity + Stability
+ '
> fit.se <- cfa(se.modg,sample.cov=es,sample.nobs=628640,std.lv=TRUE)
> summary(fit.se,fit.measures=TRUE)

> standardizedsolution(fit.se)
lhs op rhs est.std se z pvalue

1 Plasticity =~ O 0.281 NA NA NA
2 Plasticity =~ E 0.675 NA NA NA
3 Stability =~ C 0.447 NA NA NA
4 Stability =~ S 0.627 NA NA NA
5 Stability =~ A 0.498 NA NA NA
6 gfp =~ Plasticity 0.707 NA NA NA
7 gfp =~ Stability 0.743 NA NA NA
8 O ~~ O 0.921 NA NA NA
9 E ~~ E 0.544 NA NA NA
10 C ~~ C 0.800 NA NA NA
11 S ~~ S 0.607 NA NA NA
12 A ~~ A 0.752 NA NA NA
13 Plasticity ~~ Plasticity 0.500 NA NA NA
14 Stability ~~ Stability 0.448 NA NA NA
15 gfp ~~ gfp 1.000 NA NA NA

> se.modg <- 'Plasticity =~ O + E
+ Stability =~ C + S + A
+ gfp =~ Plasticity + 1*Stability
+ '
> fit.se <- cfa(se.modg,sample.cov=es,sample.nobs=628640,std.lv=TRUE)
> summary(fit.se,fit.measures=TRUE)

> standardizedsolution(fit.se)
lhs op rhs est.std se z pvalue

1 Plasticity =~ O 0.281 NA NA NA
2 Plasticity =~ E 0.675 NA NA NA
3 Stability =~ C 0.447 NA NA NA
4 Stability =~ S 0.627 NA NA NA
5 Stability =~ A 0.498 NA NA NA
6 gfp =~ Plasticity 0.743 NA NA NA
7 gfp =~ Stability 0.707 NA NA NA
8 O ~~ O 0.921 NA NA NA
9 E ~~ E 0.544 NA NA NA
10 C ~~ C 0.800 NA NA NA
11 S ~~ S 0.607 NA NA NA
12 A ~~ A 0.752 NA NA NA
13 Plasticity ~~ Plasticity 0.448 NA NA NA
14 Stability ~~ Stability 0.500 NA NA NA
15 gfp ~~ gfp 1.000 NA NA NA
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Very flexible

> se.modg <- 'Plasticity =~ O + E
+ Stability =~ C + S + A
+ gfp =~ .6* Plasticity + Stability
+ '
> fit.se <- cfa(se.modg,sample.cov=es,sample.nobs=628640,std.lv=TRUE)
Error in solve.default(E) :

system is computationally singular: reciprocal condition number = 2.57205e-18
In addition: Warning message:
In lavaan(model = se.modg, std.lv = TRUE, sample.cov = es, sample.nobs = 628640, :

lavaan WARNING: model has NOT converged!
Warning message:
In estimateVCOV(lavaanModel, samplestats = lavaanSampleStats, options = lavaanOptions, :

lavaan WARNING: could not compute standard errors!

> standardizedsolution(fit.se)
lhs op rhs est.std se z pvalue

1 Plasticity =~ O 0.279 NA NA NA
2 Plasticity =~ E 0.685 NA NA NA
3 Stability =~ C 0.447 NA NA NA
4 Stability =~ S 0.627 NA NA NA
5 Stability =~ A 0.497 NA NA NA
6 gfp =~ Plasticity 0.514 NA NA NA
7 gfp =~ Stability 1.000 NA NA NA
8 O ~~ O 0.922 NA NA NA
9 E ~~ E 0.531 NA NA NA
10 C ~~ C 0.800 NA NA NA
11 S ~~ S 0.606 NA NA NA
12 A ~~ A 0.753 NA NA NA
13 Plasticity ~~ Plasticity 0.735 NA NA NA
14 Stability ~~ Stability 0.000 NA NA NA
15 gfp ~~ gfp 1.000 NA NA NA

> se.modg <- 'Plasticity =~ O + E
+ Stability =~ C + S + A
+ gfp =~ Plasticity + .6*Stability
+ '
> fit.se <- cfa(se.modg,sample.cov=es,sample.nobs=628640,std.lv=TRUE)
Error in solve.default(E) :

system is computationally singular: reciprocal condition number = 5.66416e-19
In addition: Warning message:
In lavaan(model = se.modg, std.lv = TRUE, sample.cov = es, sample.nobs = 628640, :

lavaan WARNING: model has NOT converged!
Warning message:
In estimateVCOV(lavaanModel, samplestats = lavaanSampleStats, options = lavaanOptions, :

lavaan WARNING: could not compute standard errors!

> standardizedsolution(fit.se)
lhs op rhs est.std se z pvalue

1 Plasticity =~ O 0.279 NA NA NA
2 Plasticity =~ E 0.685 NA NA NA
3 Stability =~ C 0.447 NA NA NA
4 Stability =~ S 0.627 NA NA NA
5 Stability =~ A 0.497 NA NA NA
6 gfp =~ Plasticity 1.000 NA NA NA
7 gfp =~ Stability 0.514 NA NA NA
8 O ~~ O 0.922 NA NA NA
9 E ~~ E 0.531 NA NA NA
10 C ~~ C 0.800 NA NA NA
11 S ~~ S 0.606 NA NA NA
12 A ~~ A 0.753 NA NA NA
13 Plasticity ~~ Plasticity 0.000 NA NA NA
14 Stability ~~ Stability 0.735 NA NA NA
15 gfp ~~ gfp 1.000 NA NA NA
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Flexible fits that fit!
> se.modg <- 'Plasticity =~ O + E
+ Stability =~ C + S + A
+ gfp =~ Plasticity + .62*Stability
+ '
> fit.se <- cfa(se.modg,sample.cov=es,

sample.nobs=628640,std.lv=TRUE)
> summary(fit.se,fit.measures=TRUE)
> standardizedsolution(fit.se)

Estimator ML
Minimum Function Chi-square 6123.056
Degrees of freedom 4
P-value 0.000

lhs op rhs est.std se z pvalue
1 Plasticity =~ O 0.281 NA NA NA
2 Plasticity =~ E 0.675 NA NA NA
3 Stability =~ C 0.447 NA NA NA
4 Stability =~ S 0.627 NA NA NA
5 Stability =~ A 0.498 NA NA NA
6 gfp =~ Plasticity 0.997 NA NA NA
7 gfp =~ Stability 0.527 NA NA NA
8 O ~~ O 0.921 NA NA NA
9 E ~~ E 0.544 NA NA NA
10 C ~~ C 0.800 NA NA NA
11 S ~~ S 0.607 NA NA NA
12 A ~~ A 0.752 NA NA NA
13 Plasticity ~~ Plasticity 0.006 NA NA NA
14 Stability ~~ Stability 0.722 NA NA NA
15 gfp ~~ gfp 1.000 NA NA NA

> se.modg <- 'Plasticity =~ O + E
+ Stability =~ C + S + A
+ gfp =~ .62* Plasticity + Stability
+ '
> fit.se <- cfa(se.modg,sample.cov=es,

sample.nobs=628640,std.lv=TRUE)
> summary(fit.se,fit.measures=TRUE)
> standardizedsolution(fit.se)

Estimator ML
Minimum Function Chi-square 6123.056
Degrees of freedom 4
P-value 0.000

lhs op rhs est.std se z pvalue
1 Plasticity =~ O 0.281 NA NA NA
2 Plasticity =~ E 0.675 NA NA NA
3 Stability =~ C 0.447 NA NA NA
4 Stability =~ S 0.627 NA NA NA
5 Stability =~ A 0.498 NA NA NA
6 gfp =~ Plasticity 0.527 NA NA NA
7 gfp =~ Stability 0.997 NA NA NA
8 O ~~ O 0.921 NA NA NA
9 E ~~ E 0.544 NA NA NA
10 C ~~ C 0.800 NA NA NA
11 S ~~ S 0.607 NA NA NA
12 A ~~ A 0.752 NA NA NA
13 Plasticity ~~ Plasticity 0.722 NA NA NA
14 Stability ~~ Stability 0.006 NA NA NA
15 gfp ~~ gfp 1.000 NA NA NA
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Finding ω from the models

> lm
Plasticity Stability

O 0.281 0.000
E 0.675 0.000
A 0.000 0.447
C 0.000 0.627
S 0.000 0.498

> fm
model 1 model 2 model 3 model 4

Plasticity 0.527 0.997 0.707 0.743
Stability 0.997 0.527 0.743 0.707

> round(lm %*% fm,2)
model 1 model 2 model 3 model 4

O 0.15 0.28 0.20 0.21
E 0.36 0.67 0.48 0.50
A 0.45 0.24 0.33 0.32
C 0.63 0.33 0.47 0.44
S 0.50 0.26 0.37 0.35

> round( colSums(lm%*%fm)^2/sum(es[-6,-6]),2)
model 1 model 2 model 3 model 4

0.50 0.37 0.40 0.39

1. The factor loadings

2. The g loadings

3. % g for each item

4. ω =
∑

(g)2/Vt
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Compare with EFA omega

om <-omega(es[-6,-6],2)
> print(om,cut=.1)

Omega
Call: omega(m = es[-6, -6], nfactors = 2)
Alpha: 0.52
G.6: 0.48
Omega Hierarchical: 0.31
Omega H asymptotic: 0.49
Omega Total 0.64

Schmid Leiman Factor loadings greater than 0.1
g F1* F2* h2 u2 p2

O 0.15 0.13 0.04 0.96 0.49
E 0.58 0.81 1.00 0.00 0.33
A 0.30 0.45 0.29 0.71 0.31
C 0.26 0.41 0.24 0.76 0.29
S 0.36 0.43 0.32 0.68 0.40

With eigenvalues of:
g F1* F2*

0.64 0.69 0.56

general/max 0.93 max/min = 1.22
mean percent general = 0.36 with sd = 0.08 and cv of 0.22

The degrees of freedom are 1 and the fit is 0

The root mean square of the residuals is 0
The df corrected root mean square of the residuals is 0.02

Compare this with the adequacy of just a general factor and no group factors
The degrees of freedom for just the general factor are 5 and the fit is 0.12

The root mean square of the residuals is 0.08
The df corrected root mean square of the residuals is 0.16

Measures of factor score adequacy
g F1* F2*

Correlation of scores with factors 0.65 0.84 0.62
Multiple R square of scores with factors 0.42 0.70 0.38
Minimum correlation of factor score estimates -0.16 0.41 -0.23
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Erdle Model 2 – what does this mean wrt a general factor

negative loading (!.33) of Agreeableness on Self-Esteem, which
might imply that in this sample, once the positive relationship be-
tween the GFP and both Agreeableness and Self-Esteem is con-
trolled for, that the remaining effect of Self-Esteem is negative.
That is, once the effects of the GFP are removed, then high Self-Es-
teem is associated with lesser Agreeableness, possibly because
people with high self-esteem feel less of a need to ingratiate them-
selves. Similarly, self-esteem appears to have a small positive effect
(.20) on Emotional Stability, after controlling for the effects of the
GFP. This finding is consistent with the well established prophylac-
tic effect of self-esteem on depression.

A limitation of our analysis is that we were unable to correct for
measurement error in the single item measure of Self-Esteem. This
means that we may have underestimated the loading of Self-Es-
teem on the GFP, and similarly underestimated its effects on
Agreeableness and Emotional Stability.

Numerous interpretations are possible for the findings. The one
we favor is that the GFP and self-esteem have arisen jointly

through natural selection for adaptive personality traits (Rushton
et al., 2008). Adaptive personality traits are traits that facilitate
competent performance across a broad range of important con-
texts. Another interpretation is that the GFP and its relationship
with Self-Esteem arise as an artifact due to self-evaluative biases
(Bäckstrom, Bjorklund, & Larsson, 2009). Only further research will
determine which of these (and other) hypotheses is correct.
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Try with sem – one negative variance
> se.modg <- 'Plasticity =~ O + E
+ Stability =~ C + S + A
+ Selfesteem =~ S + A + ES
+ gfp =~ Plasticity + Stability + Selfesteem
+ '
> fit.se <- cfa(se.modg,sample.cov=es,sample.nobs=628640,std.lv=TRUE)
> summary(fit.se)

avaan (0.4-14) converged normally after 48 iterations

Number of observations 628640

Estimator ML
Minimum Function Chi-square 3370.726
Degrees of freedom 4
P-value 0.000

Parameter estimates:

Information Expected
Standard Errors Standard

Estimate Std.err Z-value P(>|z|)
Latent variables:

Plasticity =~
O 0.193 0.002 128.052 0.000
E 0.423 0.004 115.929 0.000

Stability =~
C 0.311 0.002 150.473 0.000
S 0.340 0.002 149.506 0.000
A 0.521 0.004 139.974 0.000

Selfesteem =~
S 0.115 0.002 71.176 0.000
A -0.182 0.002 -75.568 0.000
ES 0.639 0.009 68.334 0.000

gfp =~
Plasticity 1.155 0.011 104.436 0.000
Stability 1.024 0.008 124.115 0.000
Selfesteem 1.280 0.020 64.913 0.000

Variances:
O 0.913 0.002
E 0.583 0.003
C 0.802 0.002
S 0.626 0.002
A 0.606 0.004
ES -0.079 0.012
Plasticity 1.000
Stability 1.000
Selfesteem 1.000
gfp 1.000
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With standardardized loadings

> standardizedsolution(fit.se)
lhs op rhs est.std se z pvalue

1 Plasticity =~ O 0.294 NA NA NA
2 Plasticity =~ E 0.645 NA NA NA
3 Stability =~ C 0.445 NA NA NA
4 Stability =~ S 0.486 NA NA NA
5 Stability =~ A 0.745 NA NA NA
6 Selfesteem =~ S 0.188 NA NA NA
7 Selfesteem =~ A -0.295 NA NA NA
8 Selfesteem =~ ES 1.039 NA NA NA
9 gfp =~ Plasticity 0.756 NA NA NA
10 gfp =~ Stability 0.715 NA NA NA
11 gfp =~ Selfesteem 0.788 NA NA NA
12 O ~~ O 0.913 NA NA NA
13 E ~~ E 0.583 NA NA NA
14 C ~~ C 0.802 NA NA NA
15 S ~~ S 0.626 NA NA NA
16 A ~~ A 0.606 NA NA NA
17 ES ~~ ES -0.079 NA NA NA
18 Plasticity ~~ Plasticity 0.429 NA NA NA
19 Stability ~~ Stability 0.488 NA NA NA
20 Selfesteem ~~ Selfesteem 0.379 NA NA NA
21 gfp ~~ gfp 1.000 NA NA NA
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Four models of self esteem (from Marsh, Scalas & Nagengast (2010)

method effects by introducing correlations among the positively
worded items and/or among the negatively worded items (see
Models 3, 4, and 5 in Figure 1; e.g., Bachman & O’Malley, 1986;
Marsh & Grayson, 1994). The second strategy introduces specific
LMFs that capture the variance between the items with the same

method (see Models 6, 7, and 8 in Figure 1). Both are based in part
on the logic of multitrait–multimethod (MTMM) paradigms. This
MTMM literature highlights strengths and weaknesses of both the
LMF and CU approaches (Horan et al., 2003; see also Eid, Lis-
chetzke, Nussbeck, & Trierweiler, 2003; Eid et al., 2008). In the
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Figure 1. Eight structural equation models of self-esteem for single-wave data. Model 1 ! one trait factor, no
correlated uniqueness; Model 2 ! two trait factors: correlated positive and negative trait factors; Model 3 ! one
trait factor with correlated uniqueness among both positive and negative items; Model 4 ! one trait factor with
correlated uniqueness among negative items; Model 5 ! one trait factor with correlated uniqueness among
positive items; Model 6 ! one trait factor plus positive and negative latent method factors; Model 7 ! one trait
factor plus a negative latent method factor; Model 8 ! one trait factor plus a positive latent method factor; p !
positive items; n ! negative items; e ! error.
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Four more models of self esteem (from Marsh et al. (2010)

method effects by introducing correlations among the positively
worded items and/or among the negatively worded items (see
Models 3, 4, and 5 in Figure 1; e.g., Bachman & O’Malley, 1986;
Marsh & Grayson, 1994). The second strategy introduces specific
LMFs that capture the variance between the items with the same

method (see Models 6, 7, and 8 in Figure 1). Both are based in part
on the logic of multitrait–multimethod (MTMM) paradigms. This
MTMM literature highlights strengths and weaknesses of both the
LMF and CU approaches (Horan et al., 2003; see also Eid, Lis-
chetzke, Nussbeck, & Trierweiler, 2003; Eid et al., 2008). In the
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Figure 1. Eight structural equation models of self-esteem for single-wave data. Model 1 ! one trait factor, no
correlated uniqueness; Model 2 ! two trait factors: correlated positive and negative trait factors; Model 3 ! one
trait factor with correlated uniqueness among both positive and negative items; Model 4 ! one trait factor with
correlated uniqueness among negative items; Model 5 ! one trait factor with correlated uniqueness among
positive items; Model 6 ! one trait factor plus positive and negative latent method factors; Model 7 ! one trait
factor plus a negative latent method factor; Model 8 ! one trait factor plus a positive latent method factor; p !
positive items; n ! negative items; e ! error.
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Models 1 and 2 measurement invariance over 4 time points

Two correlated traits do better than one.

comparison of increasingly restrictive models that do require dif-
ferent parameter estimates (e.g., factor loadings) to be the same
across the different waves.

Unconstrained models. For these longitudinal analyses (see
Table 3), there was an improvement in RMSEA for Model 1
(.039), although TLI remained poor (.838) and fit indices were

generally much worse than in subsequent models. Fit indices were
much better for Model 2 (e.g., TLI ! .965; RMSEA ! .018).
Overall, models based on LMF factors (Models 6, 7, and 8) did
better than models based on CU (Models 3, 4, and 5). Importantly,
all three of the LMF models performed better than Model 2. This
was the case particularly when both positive and negative aspects

Table 3
Confirmatory Factor Analyses and Invariance Tests

Model "2 df cf TLI CFI RMSEA

Model 1 (one trait factor, no correlated uniqueness)

Single-wave CFAs
1.1 wave 1 651.57!! 35 .700 .767 .089
1.2 wave 2 624.03!! 35 .710 .775 .095
1.3 wave 3 539.94!! 35 .752 .807 .090
1.4 wave 4 542.04!! 35 .753 .808 .095

Longitudinal CFAs (Model 1.5)
1.5a Unconstrained model (UM) 2,930.10!! 674 1.203 .838 .860 .039
1.5b Factor loadings (FL) 2,971.55!! 701 1.200 .843 .859 .038
1.5c FL & Variances (Var) 2,975.17!! 704 1.199 .844 .859 .038
1.5d FL-Var-Uniquenesses (Uniq) 3,134.95!! 724 1.203 .839 .850 .039

Model 2 (two trait factors: positive and negative correlated factors)

Single-wave CFAs
2.1 wave 1 111.70!! 34 .961 .971 .032
2.2 wave 2 120.16!! 34 .956 .967 .037
2.3 wave 3 161.46!! 34 .936 .951 .046
2.4 wave 4 133.00!! 34 .950 .962 .043

Longitudinal CFAs (Model 2.5)
2.5a UM 1,116.35!! 652 1.199 .965 .971 .018
2.5b FL 1,152.80!! 676 1.194 .966 .970 .018
2.5c FL & Var 1,161.67!! 682 1.194 .966 .970 .018
2.5d FL-Var-Uniq 1,313.80!! 702 1.200 .958 .962 .020

Model 3 (one trait factor with correlated uniqueness among both positive and negative items)

Single-wave CFAs
3.1 wave 1a — — — — — —
3.2 wave 2 24.23! 14 .987 .996 .020
3.3 wave 3 22.74 14 .989 .997 .019
3.4 wave 4 19.05 14 .994 .998 .015

Longitudinal CFAs (Model 3.5)
3.5a UM 1,337.64!! 590 1.180 .939 .954 .024
3.5b FL 1,365.49!! 617 1.175 .941 .954 .023
3.5c FL & Var 1,373.87!! 620 1.175 .941 .953 .023
3.5d FL-Var-Uniq 1,511.19!! 640 1.176 .934 .946 .025

Model 6 (one trait factor plus positive and negative latent method factors)

Single-wave CFAs
6.1 wave 1 69.62!! 25 .970 .983 .028
6.2 wave 2 70.62!! 25 .969 .983 .031
6.3 wave 3 88.48!! 25 .956 .976 .038
6.4 wave 4 78.83!! 25 .963 .980 .037

Longitudinal CFAs (Model 6.5)
6.5–0 No correlations for the same method factor over time 1,483.37!! 634 1.186 .935 .947 .025
6.5a UM 916.52!! 622 1.182 .977 .982 .015
6.5b FL 962.06!! 673 1.188 .979 .982 .014
6.5c FL & Var 1,000.90!! 682 1.189 .977 .980 .015
6.5d FL-Var-Uniq 1,161.90!! 702 1.196 .968 .971 .017

Note. See Figure 1 for a description of the various models. In the FL-Var-Uniq models, uniqueness across Waves 2–4 were constrained to be invariant,
and error variances for Wave 1 have been released following the Marsh & Grayson (1994) procedure used on the same data. In order to conserve space
and facilitate presentation, results for Models 4 and 5 (submodels of Model 3) and Models 7 and 8 (submodels of Model 6) are presented in the supplemental
materials. "2 ! chi-square test statistic; df ! degrees of freedom; cf ! robust maximum likelihood (MLR) correction factor; TLI ! Tucker–Lewis index;
CFI ! comparative fit index; RMSEA ! root-mean-square error of approximation; CFA ! confirmatory factor analysis.
a Model 3 when applied to data from Wave 1 resulted in an improper solution that was not considered further.
! p # .05. !! p # .001.
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Model 6 measurement invariance over 4 time points

But a general factor + two “method” factors is better. But is this
really a method, or is there substance over and beyond general self
esteem?

comparison of increasingly restrictive models that do require dif-
ferent parameter estimates (e.g., factor loadings) to be the same
across the different waves.

Unconstrained models. For these longitudinal analyses (see
Table 3), there was an improvement in RMSEA for Model 1
(.039), although TLI remained poor (.838) and fit indices were

generally much worse than in subsequent models. Fit indices were
much better for Model 2 (e.g., TLI ! .965; RMSEA ! .018).
Overall, models based on LMF factors (Models 6, 7, and 8) did
better than models based on CU (Models 3, 4, and 5). Importantly,
all three of the LMF models performed better than Model 2. This
was the case particularly when both positive and negative aspects

Table 3
Confirmatory Factor Analyses and Invariance Tests

Model "2 df cf TLI CFI RMSEA

Model 1 (one trait factor, no correlated uniqueness)

Single-wave CFAs
1.1 wave 1 651.57!! 35 .700 .767 .089
1.2 wave 2 624.03!! 35 .710 .775 .095
1.3 wave 3 539.94!! 35 .752 .807 .090
1.4 wave 4 542.04!! 35 .753 .808 .095

Longitudinal CFAs (Model 1.5)
1.5a Unconstrained model (UM) 2,930.10!! 674 1.203 .838 .860 .039
1.5b Factor loadings (FL) 2,971.55!! 701 1.200 .843 .859 .038
1.5c FL & Variances (Var) 2,975.17!! 704 1.199 .844 .859 .038
1.5d FL-Var-Uniquenesses (Uniq) 3,134.95!! 724 1.203 .839 .850 .039

Model 2 (two trait factors: positive and negative correlated factors)

Single-wave CFAs
2.1 wave 1 111.70!! 34 .961 .971 .032
2.2 wave 2 120.16!! 34 .956 .967 .037
2.3 wave 3 161.46!! 34 .936 .951 .046
2.4 wave 4 133.00!! 34 .950 .962 .043

Longitudinal CFAs (Model 2.5)
2.5a UM 1,116.35!! 652 1.199 .965 .971 .018
2.5b FL 1,152.80!! 676 1.194 .966 .970 .018
2.5c FL & Var 1,161.67!! 682 1.194 .966 .970 .018
2.5d FL-Var-Uniq 1,313.80!! 702 1.200 .958 .962 .020

Model 3 (one trait factor with correlated uniqueness among both positive and negative items)

Single-wave CFAs
3.1 wave 1a — — — — — —
3.2 wave 2 24.23! 14 .987 .996 .020
3.3 wave 3 22.74 14 .989 .997 .019
3.4 wave 4 19.05 14 .994 .998 .015

Longitudinal CFAs (Model 3.5)
3.5a UM 1,337.64!! 590 1.180 .939 .954 .024
3.5b FL 1,365.49!! 617 1.175 .941 .954 .023
3.5c FL & Var 1,373.87!! 620 1.175 .941 .953 .023
3.5d FL-Var-Uniq 1,511.19!! 640 1.176 .934 .946 .025

Model 6 (one trait factor plus positive and negative latent method factors)

Single-wave CFAs
6.1 wave 1 69.62!! 25 .970 .983 .028
6.2 wave 2 70.62!! 25 .969 .983 .031
6.3 wave 3 88.48!! 25 .956 .976 .038
6.4 wave 4 78.83!! 25 .963 .980 .037

Longitudinal CFAs (Model 6.5)
6.5–0 No correlations for the same method factor over time 1,483.37!! 634 1.186 .935 .947 .025
6.5a UM 916.52!! 622 1.182 .977 .982 .015
6.5b FL 962.06!! 673 1.188 .979 .982 .014
6.5c FL & Var 1,000.90!! 682 1.189 .977 .980 .015
6.5d FL-Var-Uniq 1,161.90!! 702 1.196 .968 .971 .017

Note. See Figure 1 for a description of the various models. In the FL-Var-Uniq models, uniqueness across Waves 2–4 were constrained to be invariant,
and error variances for Wave 1 have been released following the Marsh & Grayson (1994) procedure used on the same data. In order to conserve space
and facilitate presentation, results for Models 4 and 5 (submodels of Model 3) and Models 7 and 8 (submodels of Model 6) are presented in the supplemental
materials. "2 ! chi-square test statistic; df ! degrees of freedom; cf ! robust maximum likelihood (MLR) correction factor; TLI ! Tucker–Lewis index;
CFI ! comparative fit index; RMSEA ! root-mean-square error of approximation; CFA ! confirmatory factor analysis.
a Model 3 when applied to data from Wave 1 resulted in an improper solution that was not considered further.
! p # .05. !! p # .001.
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Is it a method or is it substance?

Is the stability over time of the positive and negative factors a sign
of method effects being stable, or that there is content in the
directionality of the answer?

relation to method effects associated with responses to negatively
worded items for children, as already demonstrated by Marsh (1986),
but it also might be relevant for early adolescence. Marsh found huge
shifts with age (for children 7–11 years of age) in the ability to
respond appropriately to negatively worded items. Consistent with a
cognitive development model, he found that positively and negatively
worded items designed to measure the same self-concept constructs
were almost uncorrelated for the youngest children but were substan-
tially correlated (rs of about .6) for the oldest children in this age
range. Furthermore, even within each school-year group, children
with better verbal abilities were better able to handle the negatively
worded items. Although we suspect that this problem would gener-
alize to responses by young children to the RSE, we note that the RSE
is typically used for adolescents and adults but is rarely used with
young children. Nevertheless, there remains a gap in our knowledge
about age-related method effects for early adolescents. Therefore,
further research is needed to fully evaluate the generalizability of our
results in light of these limitations.

The results provide a clear demonstration that method effects
were stable over time and not fleeting, in contrast to many ac-

counts of the method effects associated with the RSE—including
some of our own work (e.g., Marsh, 1996). The existence of
method effects necessarily detracts from the construct validity of
interpretations of the RSE that do not control for them. For us, this
was the main focus of our study. Although beyond the scope of
the present investigation, it is relevant for further research to use
these approaches to further evaluate the meaning of stable re-
sponse variables—the psychological processes and individual dif-
ference characteristics that are associated with them, how they are
related to other self-report and non-self-report outcomes, and how
generalizable they are across different constructs. Some research-
ers have found associations between the negative LMF and some
personality characteristics (e.g., fear of evaluation and self-
consciousness, DiStefano & Motl, 2006; avoidance motivation,
consciousness, and emotional stability, Quilty et al., 2006). It is
important to emphasize, however, that applied researchers need
not fully understand the meaning of method effects to control
them, and that failure to control them will bias the interpretations
of RSE responses—whether or not their meaning is understood.
Nevertheless, models developed here might provide a useful start-

Table 7
Correlations for Latent Factors Across Waves for Selected Factors

Variable GSE1 GSE2 GSE3 GSE4 POS1 POS2 POS3 POS4 NEG1 NEG2 NEG3 NEG4

Model 1
GSE1 —
GSE2 .65 —
GSE3 .59 .76 —
GSE4 .51 .66 .76 —

Model 2
POS1 —
POS2 .62 —
POS3 .56 .73 —
POS4 .49 .66 .73 —
NEG1 .44 .34 .39 .37 —
NEG2 .34 .49 .47 .42 .59 —
NEG3 .33 .44 .58 .51 .52 .66 —
NEG4 .22 .29 .43 .58 .46 .66 .70 —

Model 3
GSE1 —
GSE2 .89 —
GSE3 .78 .95 —
GSE4 .67 .82 .90 —

GSE1 GSE2 GSE3 GSE4 Pos1 Pos2 Pos3 Pos4 Neg1 Neg2 Neg3 Neg4

Model 6
GSE1 —
GSE2 .71 —
GSE3 .64 .82 —
GSE4 .55 .68 .80 —
Pos1 —
Pos2 .52 —
Pos3 .48 .60 —
Pos4 .43 .62 .60 —
Neg1 —
Neg2 .49 —
Neg3 .39 .49 —
Neg4 .39 .65 .60 —

Note. See Figure 1 for a description of the various models. In order to conserve space and facilitate presentation, results for Models 4 and 5 (submodels
of Model 3) and Models 7 and 8 (submodels of Model 6) are presented in the supplemental materials. GSE ! global self-esteem trait factor; POS ! positive
self-esteem trait factor; NEG ! negative self-esteem trait factor; Pos ! positive method factor; Neg ! negative method factor.
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